
Abstract 
This paper presents a novel 2D-depth average model especially

developed for gravel-bed rivers, named Lican-Leufú (Lican=pebble and
Leufu=river, in Mapuche’s language, the native inhabitants of Central
Patagonia, Argentina). The model consists of three components: a
hydrodynamic, a sedimentological, and a morphological model. The
flow of water is described by the depth-averaged Reynolds equations
for unsteady, free-surface, shallow water flows. It includes the stan-
dard k-e model for turbulence closure. Sediment transport can be
divided in different size classes (sand-gravel mixture) and the equilib-
rium approach is used for Exner’s equation. The amour layer is also

included in the structure of the model and the surface grain size dis-
tribution is also allowed to evolve. The model simulates bank slides
that enable channel widening. Models predictions were tested against
a flume experiment where a static armour layer was developed under
conditions of sediment starvations and general good agreements were
found: the model predicted adequately the sediment transport, grain
size of transported material, final armour grain size distribution and
bed elevation. 

Introduction 

The observed shape of a river is the consequence of controlling
processes such as the flow of water and sediments, and the forces of
boundary conditions such as valley confinement and slope, vegetation,
etc. The resulting river morphology is the complex result of the com-
plex interactions between sediment transport, flow of water, and chan-
nel morphology. In the last years several models have been developed
for explaining and predicting the shape of a river. These models con-
stitute the everyday growing discipline of Computational Fluid
Dynamics. Many models have been especially created for reproducing
the complex flow in meandering rivers (Wu et al., 2000; Ferguson et
al., 2003; Abad et al., 2008). The flow of water in meandering rivers is
highly disturbed by channel sinuosity that induces secondary currents
(Rozovskii, 1961). Sediment is transported both in suspension and as
bed load and comprises fine sizes, i.e., sand. Moreover, bank failure
models have to consider material cohesion due to the presence of silt
and clay (Darby et al., 2002).
Gravel-bed rivers are usually located within mountain landscapes.

They present several features that differentiate them from meander-
ing rivers: both bed and banks are composed of non-cohesive material
(mixture of sand, gravel and cobbles, although a “virtual” cohesion can
be provided by vegetation roots), the aspect ratio(width/depth) is high-
er because channels are wider and shallower; bed load sediment trans-
port is responsible of channel form been material in suspension negli-
gible for channel change (Leopold, 1992), and the bed is usually
armoured, which regulates the interaction between bed surface and
sediment transport. These features impose new and different chal-
lenges for modelling. Also, the last years have witnesses the produc-
tion of numerical models that consider some of the aforementioned
features: Nataga et al. (2000) developed a depth-average shallow water
model including a sediment transport model (with only one grain size)
and a bank failure model for gravel-bed rivers. Later, Jang and Shimizu
(2005) and Garcia-Martinez et al. (2005) developed models for wide
channels using the Meyer-Peter and Müller sediment transport formu-
la for uniform material. Finally, Li and Millar (2007) extended the Mike
21C model implementing Parker’s (1990) sediment transport model for
mixtures.
The main objective of this paper is to present a novel numerical

model especially design for assessing morphological changes in grav-
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el-bed rivers, called Lican-Leufú 2D model (Lican and Leufu are two
words two words of the Mapuche language, the native inhabitants of
Central Patagonia, Argentina; the words indicate the two key aspects of
the new model: the flow of water, Leufu = river, and the processes relat-
ed with gravel transport, Lican = pebble). The model considers the
presence of an armour layer, the transport of sand-gravel mixtures, and
bank erosion processes. 

The 2D hydrodynamic and sedimentological
model

Hydrodynamic model
The governing equations are composed of the depth-averaged ver-

sions of mass balance and momentum balance for shallow water,
unsteady flows:

where in zws is the water surface elevation, h is the flow depth, U and V
are the depth-average quantities of local velocities, U is the modulus
of the depth-averaged velocity vector, T is the force due to viscous
effects, and C, a friction factor. This coefficient is related to the bed
roughness using Keulegan’s (1938) equation and Kamphius’s (1974)
experimental results supported by field measurements (Kaless, 2013):

Viscous forces are the result of turbulent flow. Viscous force T repre-
sents the turbulence effects on the mean flow. Bernard (1993) pro-
posed the following expressions: 

where vt represents the depth-averaged kinematic eddy viscosity. The
standard k-e model is used for the turbulence closure. The kinematic
eddy viscosity is evaluated by an empirical formula in terms of the tur-
bulent kinetic energy (k) and the energy dissipation rate ( ). Both vari-
ables, k and e, have to be found solving two transport-type partial dif-
ferential equations (for a thorough exposition see Rodi, 1993, and
Bernard, 1993). 
Finally, sidewall effects are considered negligible in shallow water

flows which are usually observed in gravel-bed rivers.

Sediment transport model
Sediment transport is modelled assuming local equilibrium condi-

tions (Wu, 2007), and using the Exner’s equation which relates spatial
changes in sediment transport with temporal variation of bed eleva-
tion. It is expressed in the following way:

where p is the bed material porosity, zb is the bed elevation and qk is
the sediment transport vector for the kth grain size class, which is eval-

uated with a sediment transport model. The sum on the right side indi-
cates that the divergence must be evaluated for all the grain size class-
es. The temporal evolution of the surface grain size distribution is
described using the active layer approach (Hirano, 1971; Parker and
Southerland, 1990). The mass balance is applied to analyze interac-
tions between sediment transport, active layer and sublayer: 

where in La is the height of the active layer, Fk and lk are the surface
and interface exchange grain fractions (for the kth grain size class),
respectively. The active layer has a height of the same order that the
largest particles: La= 2 .The interface grain size distribution lk

depends on whether the bed is degrading or aggrading. When the bed
degrades lk is equal to the substrate grain size distribution. On the
contrary, when bed aggrades a mixture between the bed load and the
active layer material is adopted (Parker et al., 2006). The evaluation of
the sediment transport vector qk requires the definition of its modulus
(transport intensity) and its direction, i.e., the components along the x
and y axes. The bulk transport of the kth grain size class is calculated
using the Wilcock and Crowe’s (2003). Bed load direction is evaluated
according to the near-bed flow direction and bed topography as well
(see Parker, 2006). Sediment transport direction depends on the flow
direction but is influence by gravity effects due to bed slope and grain
size (for a thorough exposition see Kaless, 2013). 

Bank erosion model
Sediment transport near the banks is expected to produce local ero-

sion. This process increases the bank slope, and when this exceeds the
response angle it collapses. The heuristic model proposed by Jang and
Shimizu (2005) has been adopted for modelling the bank failure. When
the slope exceeds the angle of repose (assumed to be , the dynam-
ic Coulomb coefficient) a failure surface inclined at the angle of repose
is extended up to the floodplain surface. All the sediment above the fail-
ure lines moves downslope to form a deposit with a linear upper sur-
face. Furthermore, the new surface grain size distributions for deposit-
ed and eroded areas are evaluated considering a mixture between the
previous surface layer and the substrate material (see Kaless, 2013 for
further details).

Boundary conditions
The solution of the governing equations requires the specification of

the boundary conditions and the initial condition. The boundary condi-
tions consist of the specification of water and sediment fluxes and their
distribution along the upstream cross section and water level at the
downstream end, for which the normal flow is adopted. Flow through
the lateral boundaries is not allowed. Because flow is unsteady, a spe-
cific treatment (drying/wetting processes) was considered for inner
and lateral boundaries.

Numerical methods
A finite-volume discretization scheme with a curvilinear boundary-

fitted grid was adopted. The location of dependent variables is specified
according to a staggered grid: fluxes (Qu and Qv) are calculated at face-
centre, and scalar variables (water elevation, turbulent kinetic energy
k, dissipation rate , sediment transport, bed elevation and grain size
distributions) are calculated at cell-centre. The cell-centred depth-aver-
aged velocities U and V are computed from Qu and Qv only when they
are needed, for instance, to compute the viscous, friction forces and
bottom shear stress.
The governing equations are transformed from Cartesian (x, y) coor-

dinates to curvilinear coordinates = (x,y) and = (x,y). Each cell
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is composed of four nodes that can be placed arbitrarily, so spacing Dx
and Dy are variable. Conversely, in the computational domain the spac-
ing is constant: = 1 and = 1. Using the coordinate transforma-
tion = (x,y) and = (x,y), it is possible to obtain the correspon-
ding expression for each differential operator in the governing equa-
tions (Bernard, 1993). Advection terms require specific numerical
methods in order to avoid instabilities: a) the momentum equation is
solved applying the MacCormack’s predictor-corrector scheme, adapted
from Bernard’s (1993) for solving a free surface flow; b) the transport
equations of the Standard k- model are solved using the Euler (first
order) upwind scheme; and c) the Exner equations (for bed elevation
and grain size distribution) employ the Euler’s scheme with the HLPA
interpolation method for the divergence term (Zhu, 1991). 
Flow and sediment transport calculations are decoupled because bed

changes are very slow. First, the flow equations are solved considering
a fixed bed, and then sediment transport is calculated considering
water surface and discharge fixed (but water depth and mean velocity
are adjusted considering bed elevation changes). For low-term simula-
tions a tolerance is imposed for bed change and when this is exceeded,
the hydraulic parameters are updated solving the flow equations.
Instead, for a long-term simulation that normally spans several days,
hydraulic parameters are hold fixed during the time step (normally
assumed to be one day).
Because flow is unsteady a criterion was established to assess when

the flow has reached a steady condition. The hydrodynamic calculation
stops when the difference between the discharge through all the cross
sections and the incoming discharge is below a given tolerance. 

Validation against a flume experiment 

The model has been tested using the results from a flume experi-
ment carried on to develop a static armour layer under conditions of
sediment starvation. Four parameters were used for the comparison:
load and grain size distribution of the outgoing sediment transport dur-
ing the armouring process, and the final bed elevation and surface
grain size distribution.

Experimental settings
The physical experiment was conducted at the laboratory of the

University of Hull (U.K.), within the facilities of the Total
Environmental Simulator. The flume was a 2 m wide and 11 m long with
a longitudinal slope of 0.005 m m-1. At its downstream end, eight traps
covering the whole flume width were used to collect the transported
sediments. Traps were collected and emptied at variable intervals in
order to derive bedload transport rates and grain size. The bulk gravel-
sand mixture had the following percentiles: D16 = 4.1 mm, D50 = 6.4 mm
and D84 = 13.1 mm. At the beginning of the experiment sediments were
screeded flat to the specified bed slope. Only one run was performed
with a water discharge of 340 l s-1 m-1. Pressure transducers were
placed beneath the sediments along the channel centre for measuring
the water surface elevation.
The experiment run until the outgoing sediment transport was 1%

the initial value. At this moment photographs of the bed surface were
taken and after, the grid-by-number approach was used to evaluate the
average surface grain size distribution. Bed elevations were also meas-
ured along the left wall of the flume. 

Numerical method settings
Because there was no armour at the initial state the surface grain

size distribution was assumed equal to the bulk sand-gravel mixture.

The initial water surface elevation was calibrated against measure-
ments so as to assure similar hydrodynamic conditions in the flume
and in the model. The porosity of the mixture was not measured.
Instead it was calculated using an empirical formula proposed by Wu
and Wang (2006), giving the value p=0.27.
The boundary conditions assumed for the simulations are: a) Fixed

downstream water surface elevation; b) Constant upstream incoming
water discharge; c) Null sediment supply; and d) Fixed bed elevation at
the downstream end. The model was run under the “low-term” config-
uration.
Several parameters were selected for analyzing the model sensibility

(Table 1). They belong to three groups: a) the mesh density represent-
ed with the downstream spacing ( x), b) hydrodynamic parameters
including the convergence tolerance (TolQ) and the downstream water
surface elevation (Hdw); and c) sedimentological parameters including
the tolerance for bed elevation change (TolZ) and bed porosity ( p). 

Results 

During the experiment, the bed experienced a degradation in its
upstream end and a progressive bed surface coarsening. An erosion
scour formed at the upstream end of the flume. Sediment transport rate
reached the highest intensity at the beginning of the experiments (53
gr m-1 s-1) and decreased quickly been below 1% of the initial rate after
45 hr.
Two indexes were used to summarize the model performance:

abosolute difference (AD) employed for comparing predicted and
observed bed elevations (zpred and zobs respectively) and the absolute
logarithmic ratio (ALR), in the case of discharges (q):

where in N is the number of observations. The entire numerical runs
exhibit the exponential-type tendency observed in the experiment
(Figure 2). The grid spacing affects little the predicted outgoing sedi-
ment flow, due to similar ALR values (Table 2). Also, low changes are
observed when TolQ is relaxed (see runs 8, 9 and 10). The model is quite
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Table 1. Variation in selected parameters for model sensibility analysis:
grid spacing in the downstream direction (�x) and across the flume (�y);
downstream water depth (Hdw); tolerance for model convergence (TolQ);
tolerance for bed elevation change (Tolz) and bed material porosity ( p). 

Run x y Hdw TolQ Tolz p
(m) (m) (m)
W1 0.500 0.125 0.195 1% 2% 0.27

W2 0.250 0.125 0.190 1% 2% 0.27

W3 0.125 0.125 0.185 1% 2% 0.27

W4 0.125 0.125 0.185 1% 5% 0.27

W5 0.125 0.125 0.185 1% 10% 0.27

W6 0.250 0.125 0.200 1% 2% 0.27

W7 0.250 0.125 0.210 1% 2% 0.27

W8 0.125 0.125 0.185 1% 2% 0.34

W9 0.250 0.125 0.190 2% 2% 0.27

W10 0.250 0.125 0.190 5% 2% 0.27
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sensitive to changes in the downstream water surface elevation (runs
2, 6 and 7): when the depth is increased the initial transport rate
decreases significantly as evident from the reduction in the relative
peak discharge (Table 2). The best agreement corresponds to calibrat-
ed boundary condition (Run 2). Finally, the change in TolZ (runs 3, 4
and 5) did not affect the exiting sediment transport.
With regards to the grain size distribution (GSD) of outgoing bed

load (Figure 3), all the runs predicted the same distribution. The pre-
dicted GSD approximated very well the observed GSD for the lower per-
centiles (D16, D50, Table 3), i.e., the predicted median diameter was very
near the observed mean value. There is a clear discrepancy for the
coarser fractions: the predicted percentile 84 % is somewhat lower than
observations.
In general, bed was incised not uniformly across the flume (Figure

3), with the deepest sector in the channel centre and almost no erosion
at the sidewalls. Erosion was higher at the downstream end in contra-
diction with observations. Changing the grid spacing, porosity or toler-
ance Tolz produced only slight changes. On the contrary, the model was
more sensible to changes in boundary conditions. The rise in the down-
stream water surface elevation (H = 0.19; 0.20 and 0.21 m) reduced the
amount of erosion and the final bed profile was progressively at higher
levels (note that AD decreases in Table 2 for runs 2, 6 and 7). The model
was also sensible to changes in the discharge convergence tolerance
(TolQ, see AD change in runs 8, 9 and 10, in Table 2). 
Table 3 also includes representative diameter for the final surface

material. With regards to measurements, Figure 5 shows the mean dis-
tribution from 10 photographs and it also includes enveloping maxi-
mum and minimum curves. It is noted that the predicted grain size dis-
tribution is very similar to that measured and is within the aforemen-
tioned band. The predicted D50 was7.5 mm while the predicted was D50
= 8.1 mm. 

Discussion 

Lican-Leufú predictions have been tested against a flume experi-
ment that involves a change in bed elevation, surface grain size distri-
bution, flow hydraulics and sediment transport as well. Because all
these factors are tightly related, the experiment constitutes a good
opportunity to assess the model capabilities. 
The model was very sensitive to boundary conditions. A slight

change of the downstream water surface elevation had an evident
effect on the transported sediment flux and final bed elevation because
the higher water surface reduced flow velocity and bottom shear stress.
Then, as there was a no-linear relation between shear stress and sedi-
ment transport, a small reduction in was amplified into the transport
rate. The higher the water surface elevation, the lower the shear stress,
sediment transport and hence, the final bed elevation was higher.
Previous researches have shown that armouring development occurs

into two phases: a first phase were bed degrades and then a second
phase where the surface coarsens due to selective transport of fine sed-
iments at flows below the threshold for entrainment of larger grain
sizes, such that the bed surface is winnowed of the most easily moved
fine sediment (Church et al., 1998; Wilcock et al., 2001; Mao et al.,
2011). When the static armour layer has developed sediment transport
vanishes.
The application of the model shows that during the first phase sedi-

ment transport decreases as bed slope reduces (i.e., it is entirely gov-
erned by hydraulics). The second phase was also present in the exper-
iment: although the final surface grain size distribution was only
slightly coarser than the initial one, an incipient static armour devel-
oped. The measured absolute degree of armouring was D50/D50ss = 1.26,

while the predicted one was 1.17. This indicates that selective transport
took place in the flume. In order to verify this affirmation, fractional
rates were calculated using sediment transport rates at the beginning
and the end of the experiment. For the initial state, the initial bulk
grain size distribution was considered, while the final surface grain
size distribution was considered for the final fractional rate. Resulting
curves (not showed) showed that at the beginning of the experiment,
when there was no armour layer, all the grain fractions were transport-
ed (full transport). On the contrary, by the end of the experiment partial
transport occurred. Coarse material remained in the bed while fine
grains were winnowed. 
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Table 2. Comparison of model predictions against observations. Sediment
transport is compared using the absolute logarithmic ratio (ALR), while
med bed elevations are compared with the absolute difference index (AD).

Run Sediment Relative Mean bed trans-
port Peak elev. ALR
Discharge AD (m)
W1 0.25 0.62 0.031

W2 0.26 0.73 0.034

W3 0.27 0.73 0.036

W4 0.28 0.81 0.036

W5 0.28 0.76 0.038

W6 0.23 0.52 0.027

W7 0.26 0.35 0.021

W8 0.24 0.71 0.037

W9 0.24 0.78 0.033

W10 0.26 0.59 0.032

Figure 2. Comparison of predicted and observed outgoing sediment trans-
port. Different curves evidence the sensibility of the mode predictions to
changes in grid spacing (runs 1, 2, 3, see Table 1).

Table 3. Comparison between predicted and observed grain size distribu-
tions (GDS) of outlet sediment transport and final surface material. 
Transported GSD  Final surface GSD                Pred                       Obs
Pred                                    Obs

D16 (mm)                  3.0                                3.6                        4.5                                  4.1

D50 (mm)                  5.4                                5.6                        7.5                                  8.1

D84 (mm)                  8.0                               10.3                      16.1                               17.7



Conclusions 

Overall, Lican-Leufú model proved to perform remarkably well in
reproducing the experimental runs because: a) the outgoing sediment
flux was correctly predicted in terms of transport rate and calibre; b)
final mean bed elevation was very similar to that measured (consider-
ing that only near sidewalls elevations were available); and c) the pre-
dicted surface grain size distribution was in agreement with observa-
tions.
Previous researchers have identified two phases during the develop-

ment of static armour layers. The application of Lican-Leufú indicates
that the interaction between hydraulics and bed degrading was the
main factor driving sediment transport and full transport prevailed in
the initial phase of the experiment. By the end of the experiment, par-
tial transport occurred due to bed coarsening, coarse material remain
in the flume and fine sediments were winnowed. 
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Figure 3. Comparison between predicted and observed bed load grain
size. Because all the runs have almost identical values, only results from
run 3 are shown.

Figure 4. Comparison between observation and prediction for the final
bed elevation. Model sensibility has been assessed by changing the down-
stream water surface elevation (runs 2, 6 and 7, see Table 1).

Figure 5. Comparison between predicted and observed final grain size dis-
tributions of surface material. Because the observed curve is the result of
the analysis of 10 photographs a mean curve is exposed and enveloping
curves are also provided.
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